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Abstract: In this article, the transition from 2D NAND to 3D NAND is first addressed, and the various
3D NAND architectures are compared. The article carries out a comparison of 3D NAND architectures
that are based on a “punch-and-plug” process—with gate-all-around (GAA) cell devices—against
architectures that are based on planar cell devices. The differences and similarities between the two
classes of architectures are highlighted. The differences between architectures using floating-gate (FG)
and charge-trap (CT) devices are also considered. Although the current production of 3D NAND is
based on GAA cell devices, it is suggested that architectures with planar cell devices could also be
viable for mass production.
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1. Introduction

It is commonly understood that there is a lesser-known observation of Gordon Moore, sometimes
referred as Moore’s second law, which is related to the cost expenditure increase to produce the next
generation of processors. Whether we want to refer to Moore or not, fab cost and yield are economic
limitation factors for the increase in the number of transistors per chip per each new generation.
Nevertheless, we cannot think of a future without more powerful computers and huge data saved
in the cloud; therefore the race keeps going. Regarding data, the industry is forced to explore new ways to
pack bits in a smaller space, while the physical limitations on further miniaturization block the old path.

NAND flash production is transitioning from 2D to 3D by expanding in the third dimension
rather than shrinking, thus relaxing the optical lithography needs. However, significant investments
are still required to accompany this transition in the manufacturing sites: yield issues have to be
addressed and manufacturing costs are limiting the economic viability of the solutions.

The cost advantage of 3D NAND therefore needs to be proven by manufacturing a significant
and sufficient number of layers with proper yield.

The structure of the NAND flash cell and the NAND flash string has changed significantly
with respect to traditional 2D NAND. Today, there are still several different approaches pursued by
NAND manufacturers; the differences in some cases are very substantial, and new types of challenges
arise from new architectures. Even if these are studied for several years, they must be proven in
volume production.

In this article, we review the most popular 3D structures pursued by manufacturers and highlight
the diversities and similarities among the various approaches. We note that the most common structure
of the flash cell in 3D NAND today is a gate-all-around (GAA) cell made by a generic “punch-and-plug”
process, but that structures with planar cells have also been demonstrated to be viable.

2. Transition to 3D NAND

The basic idea behind 3D NAND is to “grow” cells in the vertical dimension, thus reaching
a higher density per area. The necessity stems from the fact that 2D NAND has reached lithographic
limitations and no further shrinks are possible. Differently to building a house, where each floor
must be grown one on top of the other by repeating construction steps, recent 3D NAND approaches

Computers 2017, 6, 28; doi:10.3390/computers6040028 www.mdpi.com/journal/computers

http://www.mdpi.com/journal/computers
http://www.mdpi.com
http://dx.doi.org/10.3390/computers6040028
http://www.mdpi.com/journal/computers


Computers 2017, 6, 28 2 of 15

are leveraging on process schemes that use common processing steps to define the geometries of all
the cells of the vertical stack at once. This approach is necessary to retain the minimum number of
processing steps and thermal reflows. In a first approximation, the number of processing steps is not
proportional to the number of layers, as it would be in the case of merely repeating the formation of
the 2D strings one on top of the other.

Conceptually, a modern 3D NAND structure could be conceived by starting from the 2D NAND
string building block (Figure 1a). By turning the 2D NAND string upside, the resulting 3D structure
has a vertical channel. Another way to imagine the 3D NAND consists of rotating the 2D NAND
string on its side (Figure 1c); the channel becomes horizontal and the gates run vertically (the structure
is replicated vertically so as to obtain multiple horizontal NAND strings). In both cases, we can
observe that there is an alternation of polysilicon layers and oxide layers in the vertical direction; in the
example of Figure 1b, the wordlines are stacked vertically (with oxide in between), and in the example
of Figure 1c, the polysilicon channel is stacked vertically with oxide in between. Starting from this
simple consideration, we can derive the basic process flow of forming a 3D NAND. A polysilicon/oxide
layer stack is first grown and then the stack is properly etched in order to form the geometries at once.
Subsequently, the cells can be formed by deposition of layers on the sidewalls of the etched areas. For
the example, the tunnel oxide and polysilicon channel is deposited in the vertical channel structure
(Figure 1b), and similarly the tunnel oxide and vertical wordline polysilicon is deposited to form the
cells in the vertical gate structure (Figure 1c).
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In the rest of this paragraph, the focus is on a simplified process description of two architectures:
one vertical channel and one vertical gate. The scope is to highlight some key aspects of the 3D NAND
process and architectures. It is worth noting here that a common approach to form the cell stack of
vertical channel 3D NAND is by etching holes through the poly/oxide stack followed by deposition of
the oxides and channel (punch-and-plug approach). The resulting flash cell device is often referred to
as a gate-all-around (GAA) cell [1], because the vertical device has a circular channel (the plug) formed
inside a drilled hole and the gate surrounds the channel (all around). This approach is somewhat
different from that envisaged in Figure 1b, which results in a planar cell; however, the starting point
from a poly/oxide layer stack is the same. The punch-and-plug method was one of the first to be
proposed, even if the cell structure is different from the 2D, and it will be used for the example of
a vertical channel 3D NAND.

The basic fabrication (Figure 2) of a “gate-first” GAA vertical channel (“gate-last” GAA Vertical
Channel methods are a little more complicated) begins with drilling down through the poly/oxide
stack by reactive ion etching (RIE) and forming cylindrical holes; then, the tunneling and trapping
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layers are deposited along the sidewalls of the trenches. Finally, the thin polysilicon channel is
deposited, followed by a core filler to form a hollow structure. In bottom source architectures (just as
in this example), it is necessary to remove the oxide from the bottom and open the contact to the source
line. This operation is critical for the integrity of the oxide and requires special processing steps [2].
In the resulting structure, the single cell transistor is formed in the intersection between the channel
and the polysilicon layer (gate). The last necessary step is to form the wordline cut, to separate the
NAND pages. It can be noted that the NAND string is vertical, and the string current flows in the
vertical direction and is collected by a drain contacting the top of the cell stack. The source current
must be provided by source diffusion at the bottom.
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Figure 2. Punch-and-plug process steps (gate first).

In GAA structures, it is necessary that the drilled hole is relatively large (about 0.12 um), and this
is a limitation for shrinking the structure in 2D. In order to avoid degradation and uncontrollability of
the Thin Film Transistor (TFT) cell in the subthreshold region due to the polysilicon grain boundary, the
adoption of a thin film device is mandatory; the hole is not completely filled—a thin film is deposited
and then the remaining space is filled with a dielectric. The cell structure is named “macaroni-type”,
and it is shown in Figure 3. Thus, the polysilicon body is made thinner than the depletion width
(Figure 3b) to reduce the number of traps and to make subthreshold characteristics of the TFT less
dependent on grain boundary traps [1,3].
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The transistor cell structure is totally different from the planar cell: the gate is circular and
surrounds the channel, as shown in Figure 3.

In a GAA cell, the curvature of the device geometry concentrates the electric field moving toward
the center of the structure (the tunnel oxide) creating a field-enhancement (FE) effect. This effect is
useful to enhance the programming and erasing operations and to limit the required voltage. However,
FE also affects read-disturb (or program-disturb) issues, because the electric field generated by the
pass voltages is also enhanced, thus inducing a soft program. In addition, the variations of geometry
with the stack height also make the cells along the stack behave differently. Any local variation of
the curvature of the cell structure may enhance the negative effects of an increased electric field, and
this has also to be considered carefully. Therefore, in GAA cells, special attention must be paid to the
design of the programming algorithms for reliable NAND operation [5].

A GAA cell it is not the only option to build vertical channel 3D NAND. For example, in Section 5.3,
the single-gate vertical channel (SGVC) is discussed. SGVC concept is similar to that shown in
Figure 1b.

As explained by Figure 1c, a vertical gate (horizontal channel) can be also realized by starting
from a poly/oxide stack. In Figure 4, a simplified process sequence to form a vertical-gate 3D NAND
is sketched. First, an etching step defines the horizontal channels (the poly of the stack is now used
for the channel); then, Oxide/Nitride/Oxide (ONO) layers are deposited along the sidewalls of the
etched lines; afterwards, a polysilicon gate can be formed by wrapping around the vertical stack,
thus realizing the wordlines and the strings. Another etching step in the opposite direction is used to
define the wordlines. The wordlines are wrapped around the channel stack so that the cell transistors
are double FinFET structures, as highlighted in Figure 4. It can be noted that the NAND string is
horizontal, and the current flows horizontally in the x-direction and is collected by a proper connecting
structure (not shown in Figure 4).
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From this preliminary introduction, it can be noted that there are two main approaches to make
the basic cell structure in 3D NAND: the cell can be of GAA type—made of a circular TFT—or the cell
can be a planar TFT. In the following sections, we distinguish between the 3D NAND architectures of
these two categories: those using GAA cells and those using planar cell structures.
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3. The Storage Method: Transitioning from Floating Gate to Charge Trap

In 2D NAND, the basic cell structure is based on a floating gate (FG), where an insulated
polysilicon structure between the gate and the channel, the FG, is used to store the electrons.
An alternative type of flash cell is the charge-trap (CT) cell, for which the charges are stored in
the trapping oxide built between the channel and the gate.

A FG has been the common approach for 2D NAND for over 20 years [6], offering reliable
operation and, despite the complex structure, has still been manufactured down to below 16 nm.
CT cells have already been proposed as a suitable candidate to replace FGs below 40 nm but finally
have not been used in 2D NAND [7–12].

For over a decade, several structures have been studied to build the most effective and simpler
3D NAND process. In order to simplify the cell structure, a precondition to be able to scale to multiple
layers easily and the use of a CT flash cell was often proposed, and these are now at the base of most
3D NAND architectures. However, some manufacturers still pursue a 3D FG structure, despite it being
more complex.

The typical CT NAND cell is a SONOS (silicon/oxide/nitride/oxide/silicon)-type, for which
SiO2/SiN/SiO2 layers compose the trapping oxide structure below the polysilicon gate. The drawback
of SONOS-type devices is the leakage of trapped charges through the tunnel oxide, made very thin in
order to allow direct tunneling. Several innovations have allowed for improving the basic SONOS
structure. For example, the use of a combination of a Hi–K metal gate and thicker oxide to improve
both retention and erasing has been studied. Barrier Engineered (BE-SONOS) approach to CT [7–12]
consists of replacing the trapping oxide with a stack of layers, O/N/O/N/O, so as to modify the band
structure of the oxide in order to reduce the unwanted drawbacks of the structure (Figure 5).

By proper barrier engineering, the improvement of charge (hole) injection for both erasing and
retention has been demonstrated; moreover, the reduction of gate injection, producing erase saturation,
is possible, even in GAA devices [13]. Several variants of oxide and even the combination with a metal
gate and Hi–K could be employed in CT devices [5,10].
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4. 3D NAND with GAA Cell Structure

In this chapter, three 3D NAND architectures using a circular-gate GAA cell are described. The
first two are based on a CT device (PBICS and VNAND) and the third is based on a FG device.

4.1. Pipe-Shaped Bit Cost Scalable (PBICS) Architecture

PBICS architecture [14] is a derivation of bit-cost scalable (BiCS) [15,16]; both are based on
a vertical channel GAA device. The PBICS structure is composed of two pillars that are shorted at the
bottom side by a pipe connection (Figure 6). The resulting structure can thus be contacted only on
the top layers, namely the bitline and the sourceline, avoiding the bottom source connection, which is
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more complicated to realize from the process side and which would also introduce a higher source
resistance to be handled with proper strapping sections.

The advantages of PBICS structures compared to BiCS are the following: (1) better controlled
String Line Select (SLS) transistors, (2) better sourceline connection realized with backend metal lines,
and (3) more reliable ONO with respect to the bottom source side that would require special process
steps to prevent its degradation [14].
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Proper optimization of the process sequences, together with the use of a thin-film transistor
structure (Macaroni structure), allows for achieving vertical devices with very good performance
despite the difficulties of a gate-first process.

The wordline fan-out is realized by staircase formation.

4.2. The V-NAND Architecture

A V-NAND structure is also a GAA vertical-type cell [17,18]. It is derived from the original TCAT
architecture [19].

The V-NAND structure is also made with a punch-and-plug process and employs a bottom
source. The complexity is given by tuning and operating the bottom SLS transistors and the source
line n+ resistance. From the bitline side, it has a simple connection to the metal backend. A staircase
structure is used to build the connection to the wordlines and to select gates, which is common in 3D
NAND (Figure 7).
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The hole trenches can be arranged in a staggered fashion, as shown in Figure 7. The staggering
allows for optimizing the area occupation, decreasing the bitline metal pitch and increasing the
cell density.

In the process proposed for TCAT architecture [19], a layer stack is not formed by
polysilicon/oxide but rather by sacrificial nitride/oxide (Figure 8), because the process is gate-last
and requires etching for gate replacement (Figure 8). A polysilicon filler is deposited after the punch
process. After wordline cut, a wet removal of the nitride is followed by gate-dielectric and metal-gate
deposition. Thus, the resulting process has a more conventional gate-last order with respect to PBICS
and also employs Hi–k and a metal gate to optimize the CT operation and wordline resistance. VNAND
also makes use of some barrier-engineered materials, according to literature [18].
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4.3. The Floating-Gate Cell Architectures

A FG vertical cell is also proposed, with several options [20–23]. The reasons for pursuing a FG
structure in 3D NAND are due to the advantages of FG versus CT cells and the industry’s familiarity
with the former in terms of 2D NAND history.

A FG cell requires a more complex process structure; in fact, the deposition of an interpoly
dielectric (IPD) and FG in between control-gate poly layers is necessary. The layer stack is therefore
made of sacrificial nitride and polysilicon for gate replacement.

Figure 9 shows the dual control gate with surrounding FG (DC-SF) [20] in comparison to BiCS.
From the etched holes, FG areas are selectively etched and then an IPD and FG are formed by

deposition. Finally, the tunnel oxide and the polysilicon channel are deposited. The peculiarity of
the process for a vertical FG device is the formation of the FG and of course the formation of an IPD.
This approach can also be considered gate-first, where critical tunnel oxide is grown before channel
deposition. Critical parameters for the FG cell operation are the coupling ratio between the CG and FG
and FG–FG coupling. Complex structures have been proposed in order to optimize such issues [24].

FG structures aim to cope with drawbacks of CT, such as erasing speed, poor retention and charge
spreading [20] between cells along the CT nitride. The FE effect due to the GAA structure allows for
enhancing of the “coupling” between the CG and FG, which is key for the FG; however, the strong
electric field through the oxides is also a reliability concern.
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5. 3D NAND with Planar Cell Structure

In the previous section, we have seen that the most common 3D structures are based on a GAA
circular gate, either CT or FG. Nonetheless, other approaches, using planar devices and not using
the GAA punch-and-plug process, have been demonstrated as well. A 3D planar structure has been
proposed in many architectures for building NAND strings with a vertical gate (and horizontal or
even vertical channels). These structures very often employ a WL-BL patterning scheme that is similar
to that of 2D NAND.

In this chapter, we review some 3D NAND options that are based on planar cell structures.

5.1. Vertical-Stacked-Array-Transistor (VSAT) Architecture

VSAT [25] (Figure 10) was proposed as a simple and straightforward process to achieve 3D
strings by simple patterning and etching, and likewise for 2D NAND. In the VSAT approach, the
doped polysilicon of the stack forms the gates. The stack is then etched by proper patterning and the
gates are exposed; afterwards, the tunnel oxide and charge-trapping layers are deposited, followed
by polysilicon forming the channel. Another etching step defines the strings. It is to be noted
that the process is also gate-first channel-last, which is different to 2D NAND. In this structure,
a Chemical-Mechanical Planarization process is able to expose all the wordline/polysilicon layers
and allow for a straightforward connection to the wordlines, which is also a key issue for 3D NAND.
Another advantage of the structure was to realize Gate-Select-Line (GSL) and String-Select-Line (SSL)
transistors on the substrate instead of in the vertical stack, thus easing the tuning of those select gates,
which is a critical point for 3D structures. The TFT used a 20 nm film, essentially to make a fully
depleted channel, which was a key item to resolve the previously mentioned issues derived from the
polysilicon grain boundary, and thus improved the subthreshold slope.

The efficiency of VSAT is not excellent in terms of area and performance, because the channel
passes through the same cell twice and because of the external planar select gate; however, it shows
the possibility of realizing 3D NAND with standard etching and planar cells.
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5.2. Vertical Gate-Type Architectures

A vertical gate (VG) approach has also been proposed [26–28], whereby the role of the control-gate
and the channel can be reverted substantially with respect to vertical-channel structures.

The VG architecture uses a WL-BL patterning scheme, which is more similar to 2D NAND than
the punch-and-plug process. The architecture is more scalable in 2D with respect to the vertical trench
approaches, because the latter has to keep a minimum trench size and pitch, while the former has only
one critical step per each direction. The VG base cell has a size of 4F2 and studies have shown the
scalability to be possibly as low as 25 nm.

The 3D VG is based on a junction-free buried channel. The transistor is a double VG TFT with
a BE-SONOS structure in a depletion-mode buried channel to improve the transistor current, and it
has a junction-free structure.

Figure 11 shows an implementation of VG-type 3D NAND with an island gate for SSL select
transistors. The connection of bitlines to metal layers is not shown. For VG 3D NAND, the formation of
the strings is quite straightforward; the wordline and sourceline resistance is managed easily, however
the connection to the bitline and the string selection is more complicated compared to vertical channel.
In [29,30] a simple method for SSL transistor formation is proposed; this is a special connecting
structure from the horizontal polysilicon string channels to the metal bitlines, and it optimizes the
layout of the select transistors.
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A split-gate architecture was also proposed in order to relax the lithography on the select gates
(split-gate architecture). Several other innovations have led to a very compact layout of the VG NAND
and its operation [29–32].

5.3. Single-Gate Vertical Channel (SGVC) Architecture

A SGVC [33] is also based on a flat-channel TFT cell. For a SGVC (Figure 12), the charge-trapping
layers and the thin-channel are deposited on the sidewalls of a wordline trench; a bitline cut (BLC) is
necessary in order to separate the bitlines and to form the strings. The BLC can be seen better in the
top view of Figure 12. The interesting feature of this structure is that two channels are formed on the
sidewalls of the wordline trench and are controlled by independent wordlines; therefore, there are
double the number of transistors in a trench compared to GAA structures. The SGVC structure is also
naturally a bottom U-turn-type, as a result of the poly deposition process step. However, a SGVC with
a bottom source structure has also been investigated [2]. Bitline and source contacts are connected to
the two metal layers’ backend in straightforward manner. In between the two U-turn-type strings, the
BLC, which is used to define the width of the strings in the x-direction, is also visible. The twisted
layout of the BLC, as shown in the top view, allows for a twisted connection to the bitlines, thus
allowing a 25 nm half-pitch for Metal2 bitlines.

The cell of the SGVC is an ultra-thin-body TFT and shows performances that are similar or even
better than the Macaroni-type GAA-device. In fact, the structure of the TFT remains flat even if the
vertical etching has any taper angle and it retains the same performance; this is in contrast with GAA
cells, for which the taper angle determines variations in the cell curvature and thus variations in the
cell characteristics. The flat-body cell is therefore insensitive to the Critical Dimention (CD) -etching
variations along the vertical string compared to the GAA device, which is dependent on the cell’s
curvature; as a consequence, the control of the CD in vertical etching can be less stringent in the SGVC.
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For a SGVC, the twisted layout of BLC holes allows for a doubling of the Metal2 bitline pitch to
enable a larger page size (Figure 13). The top layout of the SGVC is compared to a GAA VC design in
Figure 13. As a result of the optimized layout, double the number of cells per trench and technology
shrinks are possible, and it is estimated that SGVC architecture can achieve 2 to 4 times the density of
a GAA VC for the same number of layers.
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6. Comparison between CT Flat Cell and GAA Cell Structures

In this section 3D NAND flat-cell architectures are compared to GAA cell architectures by
highlighting the basic production process characteristics. It must be noted here that the overall
performance of the 3D NAND architectures should be finally evaluated after a proper system
implementation. In fact, several drawbacks of an architecture can be corrected or mitigated by
implementing ad hoc program algorithms and ECC [4,17,31,32,34–37].

GAA (vertical channel) cells are sensitive to curvature variations because of the electric FE effect.
Geometrical layer-to-layer variations are intrinsic in the plug process as a result of the vertical-trench
etching difficulty and the fact that the plug has a cone shape rather than a cylindrical shape. Therefore,
cells of each layer are subjected to a different FE strength by construction. These variations cause
difficulties in obtaining a tight Vth distribution and maintain the margin between the Vth states; they
have to be handled properly by programming algorithms as much as possible. The uniformity of the
trench has to be controlled tightly when the number of layers is increased. From this perspective,
architectures based on an almost-planar cell structure, such as SGVC, have more regular cell-to-cell
behavior. A tight control of CD uniformity in the trench and a regular polysilicon structure are essential
in order to increase the number of layers.

In Figure 14a, a vertical string of a GAA VC structure and the planar structure of SGVC are shown.
In the GAA structure, the variations of the holes’ size from top to bottom cause variation in the cell
behavior, as explained. In the SGVC structure, the channel remains flat even with weaker control on
the vertical etching, resulting in a better control of the device compared to the GAA strings. In the
planar device, the structure remains nearly planar independently from the vertical taper angle of the
punched holes. As a consequence, in the SGVC it should be easier to increase the number of layers.

In VG-type 3D NAND, the etching steps are more similar to 2D NAND and also use a planar
cell structure. VG-type NAND has a good scalability for the critical features and this also allows for
increasing the density, with less layers compared to VC GAA structures.

In a GAA CT cell, it is essential to have a thin body (of Macaroni type) in order to make the TFT
device fully depleted, minimizing the negative effects of grain boundary silicon traps. Similarly, the
flat-cell single-gate device is also realized with an ultra-thin body of less than 8 nm. As a result, both
the GAA CT Cell and flat cell can take advantage of the thin-body TFT advantages [33].

Figure 14b shows a cross-section of a SGVC cell and a GAA cell; it is shown that the cells in fact
have the same device structure when looking through a vertical cross-section. In the plane section
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view, it is highlighted that the cell is in fact planar in the SGVC, while it is circular in the GAA. The
BLC does not significantly affect the cell’s performance. In fact, the BLC size can be reduced as much
as possible in order to shrink the cell in 2D. On the contrary, the size of the GAA cell built around the
vertical trench cannot be reduced significantly.
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Regarding the Vth memory window, the SGVC shows an excellent window and can also achieve
excellent layer-to-layer operation uniformity that allows for increasing the number of layers. The
wordline interference (Z-interference) is dominant, but it could be minimized primarily by an increase
of the inter-wordline oxide of the oxide/poly stack. By applying wordline iteration techniques,
a sufficient margin for TLC operation for the SGVC has been demonstrated [38].

The 3D VG NAND, which also belongs to the category of planar cells, was also studied thoroughly
regarding interference effects and multilevel capability, and similar results showed that TLC operation
is achievable as well.

In 3D GAA-based NAND, the interference effects can also be managed by proper algorithms.
However, 3D FG NAND has an advantage over CT cells, as the FG cells in the 3D configuration are
less susceptible to interferences.

Table 1 summarizes the key factors of the various 3D NAND architectures presented in this article.

Table 1. Comparison table of 3D NAND flash types.

P-BiCS TCAT/VNAND 3D-FG VG SGVC

Cell shape GAA GAA GAA Planar Planar
Channel Vertical Vertical Vertical Horizontal Vertical
Storage CT CT FG CT CT

Gate process Gate-first Gate-last Gate-first Gate-last Gate-first
Cell size (1) (um2) 0.03 0.03 0.03 0.0064 0.011

2D scalability Poor Poor Poor Good Fairly good
Etching difficulty High High Very High High Moderately High

Advantages Simple process Simple process FG cell Cell size Planar
cell

Simple process cell
size Planar cell

(1) Cell size is a reference value at current state of literature; 2D scalability has to be considered to evaluate the
potential of the structure.
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7. Conclusions

The challenge of 3D NAND is to prove both its large-scale manufacturability and diminishing
unit cost. The most common GAA structures have limitations for the cell’s pitch and therefore the
only way to increase the cell planar density is to increase the number of layers. At the same time, the
vertical etch control has to be very tight to maintain uniformity between the layers, which prevents
obtaining a fairly good Vth distribution for multilevel operation.

Other approaches, employing a flat-body cell, promise excellent scalability, combining the
advantages of a flat cell, which is less sensitive to the geometrical variations in vertical etching,
and can achieve excellent performance. Moreover, the SGVC structure can also achieve a better cell
density, compared to GAA approach, with the same number of layers.

Conflicts of Interest: The author declares no conflict of interest.
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